Deep Learning Explained




Course outline

what is deep learning?
Who are the auodience?

what to expect from this course?



What to expect

Deep Llearning basics (6 modules):
- Modlule 1: tntroduction and high-level modeling workflow

- Module 2: Logistic regression for optical character recognition
- Module 3: Multi-layer perceptron

- Module 4: Convolution networks
- Module 5: Recurrence for time-series modeling
- Module &: Long-short term menmory (LSTM) recurrence for text modeling

Assignments:

- 5 hands-on Lab and 5 quizzes (required for certification)
- Use Python Jupyter notebooks

Upon completion, students will:

- Have a working knowledge of deep Learning concepts and algorithms
- Be able to build deep neural network models

- Solve practical problems tn Al tnvolving Large data



Who are the audience?

Data Scientists and Bngineers who are new to deep learning

Technical Managers who are tnterested and tnvolved tn
development of Al based technologies

Machine Llearning scientists Looking to build deep models with
agility and ease



Who are the instructors?

sayan Pathak, PhD.

Industry

Principal ML Sclentist @ Microsoft

Principal nvestigator, Natlonal nstitutes of Health funded projects tn Healtheare
Allen tnstitute for Brain Sclences

Practical ML experience in Computer Vision, On-line Advertisement, Soctal Networks, Newro and
healtheare informatics

Acaolemic

- Instructor at Al School @ Microsoft

- Affl Faculty @ university of washington in Bloengineering / €€ (from 2001)

- Affl Professor @ 1T (Indian tnstitute of Technolog Y), Kharagpur in CS (from 2012)

- Courses taught:
- lmage Computing sSystems, nformation Retrieval, Social Computing, Machine Learning



Who are the instructors?

Roland Fermandez

- Researcher and At School tnstructor @ Microsoft

- Research Aveas:
- relnforcement learning, autonomous multitask learning, Y mbolic representation,
- information visualization, and Computer Human nteraction

- Worked in the areas of Natural User tnterfaces, ao’cwl,tg based computing,
advanced prototyping, progravmmer tools, operating systems, and olataloases

- Actively tnvolved tn At education efforts within Microsoft



ognitive
Toolkit

Programming environment W

Toolkit:
- Microsoft Cognitive Toolkit (CNTK) Tutorials with Python Notebooks

Environments:

- nstall locally (recommendlent)

- Use pre-lnstalled notebooks in Azure Notebooks (CPU only) for free
- Azure Data Science Virtual Machines (sign up trial account)
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Machine Learning (ML)
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Supervised Machine Learning
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Real-world applications

(ma@e
- Autonomous Driving
- Dlsease detection

Text

- Machine translation
- Document cowq:rehewsiow

Speech
- Volce recognition
- Speech to text




What is deep learning? Machine

Learning

Deep learning = Deep Newral Networks (DNN)
- Mimics several La yers in the brain

Deep Newral Networks

- Have multiple layers

- Bach layer Learns a higher abstraction on the tnput from the layer before it
- Requires fitting a large number of parameters (100+ Millions)

- Facilitated by (1) large amount of data and (2) computing capabilities

Application domains

- tmage / Videos

- Speech

- Text

- Multimodality and 10T data




ML recap
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ML Recap
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Train Workflow
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Validation Workflow

Data Sampler
Features (x), Labels (Y)

Validation Data Sampler
Data Features (x), Labels (Y)

Train Model trained

(Leavner) z(params) PAraAMS vl

Reporting Reporting

' N

ttevations
3

Modlel
final




Test Workflow
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Where to begin with Cognitive Toolkit ?

On GitHub: https://github.com/Microsoft/CNTK/wiki

GitHub, Inc. [US] ~ github.com/Mi (1]

The Microsoft Cognitive Toolkit b Pages €D

The Microsoft Cognitive Toolkit - CNTK - is a unified deep-learning toolkit by Microsoft Research. e y

This video provides a high-level view of the toolkit. o Rl
« Breaking changes
+ CNTK installation
« Python APl / Docs

« FAQ

The latest release of the Microsoft Cognitive Toolkit 2.0 is RC1 (release candidate 1). If you are a
previous user of the toolkit, see this page for more information about (breaking) changes in this
release.

It can be included as a library in your Python or C++ programs, or used as a standalone machine * Howdol.
learning tool through its own model description language (BrainScript). CNTK supports 64-bit Linux </ TroubleshaoL ENTK
or 64-bit Windows operating systems. To install you can either choose pre-compiled binary Getting Started

packages, or compile the Toolkit from the source provided in Github.
« Setting up CNTK
Here are a few pages to get started: + CNTK on Azure
« CNTK Usage Overview
« Setting up CNTK on your machine s Tuterals
« Tutorials, Examples, etc..

; 2 A Additional Documentation
o Try the tutorials on Azure Notebooks with pre-installed CNTK

« The CNTK Library APIs « Examples
o Using CNTK from Python * Articles

; « Pr tati
o Using CNTK from C++ esenations
« Conference Appearances

« CNTK as a machine learning tool through BrainScript

» How to contribute to CNTK How to use CNTK

+ Give us feedback through these channels. + Using CNTK with Python

Seek help on Stack Overflow:
http://stackoverflow.com/search?g=cntk (please add cntk tag)



https://github.com/Microsoft/CNTK/wiki
https://www.cntk.ai/pythondocs/tutorials.html
https://github.com/Microsoft/CNTK/tree/master/Tutorials
https://notebooks.azure.com/cntk/libraries/tutorials
http://stackoverflow.com/search?q=cntk
http://stackoverflow.com/search?q=cntk

