Bisection search behind the scenes with diagrams!

Bisection search is an amazing algorithm (I know loved it when | first saw it in the course), it can find a value much faster
than a simple approach. In these diagrams you can experience how this algorithm works.

I've used the same code from the lecture, but in this case, we find the square root of 9 with an epsilon 0.08, and I've added
some print statement to help us see what's going on for each step. With a low starting point from 0.0 and a high point of 9, we
start our algorithm.... This is what we see on the shell:

(] First, the algorithm asks if the answer found (the middle point of the search space) squared is close enough to the
answer we are looking for (if the answer squared is within epsilon of the value for which we are calculating the square

root) below you will find a visual explanation of this process...
- close enought? Falae

gh = 5 anm = .58

The difference ia ®till  11.25 and it has to be less than  0.08

Are we close enocugh? False
i +0 high = 4.5 ans = 2.25

The difference is still  3.9375 and it has ©o be less than  9.08
Are we close sncugh? False

low = 3, high = 4.5 ana = 3.375

The difference is still  2.3%90625 and it hasy to be less than 0.08

Are we close snough? Falese
low = 2,25 high = 3,375 ans = 2.8125

ihe differences i3 atill 1.08984375 and it has to b le¥s than

Aze

lont

The it has o be less than 05
Are we close encugh? False

1 vl 2% high = I.0537% ans = 2.553125%

The differsnce is still O0.2T9052734375 and it has to be less chan 0.08

Are we close enough? Falss
low = 2953185 Bigh = 3,.09375 gna = 3.0434375
The difference is atill O0.1411743164062%  and it has to be less than  0.08

Yes! The difference is now  Q.0TOLTSLTO8584373 which is less cthan .08
nusGuessen: 7|

2.988281258 i close to square root of §

®  We start with a search space from 0.0 up to 9. We know that the square root of 9 is 3, so we have an idea of where the
algorithm will find the answer (this will help us through the explanation).

(] On each step, the algorithm determines if the answer is close enough to the answer we are looking for, within a margin
of error (epsilon).

But what exactly is epsilon?...

If we square the answer (the middle point of the search space) we get a number. Although this number may be either larger or
smaller than our initial number 9, it may still be the answer we are looking for if that difference is smaller than epsilon. (For
example, if we say epsilon is 0.5, and we want the square root of 9, if our answer squared gives us 8.6 or 9.4, those are
"acceptable" answer because they are within that margin of error we've set, that is the meaning of epsilon, but the algorithm
will select the first answer it finds within epsilon)

If it's not within epsilon, it means it's not precise enough, and we have to reduce our search space even further.



But how do we determine where to keep looking? We can reduce our search space BY HALF!

®  We can reduce our search space BY HALF! on each step by noting if the answer squared is too small or too large to be
the right answer.

(] If our answer squared is too small, the algorithm will discard the half of the search space that contains
numbers smaller than our answer, and our new search space will be the other half that contains numbers
larger than our previous answer. Our new Low will be the previous answer (the middle point of the previous
search space) and our High point will remain the same.

®  On the contrary, if our answer squared is too large to be the right answer, the algorithm will discard the
HALF of the search space that contains numbers Larger than our previous answer. Our new High point will
be the previous answer (the middle point of the previous search space) and our Low point will remain the
same.

These steps will repeat until the algorithm finds an answer that, if squared, is close enough to the initial number (9), and so we will
find its approximate square root.

With these diagrams you can follow the shell step by step, finding the square root of 9, within epsilon 0.08:

abs((ans ** 2) — x) »= epsilon? abs((4.5 * 2) — 9) >= 0.087

o 0 g 3§ abs(11.25) >= 0.08? TRUE, keep searching!

low = 8.0 Righ = 3 eny + £.5
Toe differeace 0 still 40,25 and it baz ©o be less than .02

4.5**2 < 9? False, so 4.5 is too large!,
only search numbers smaller than 4.5

abs((ans ** 2) — x) >= epsilon? abs((2.25 ** 2) — 9) »= 0.08?

Are v close enouge? Taise abs(-3.93) >= 0.08? TRUE, keep searching!

low = 0.0 high = 4.5 ans = 2,25
The differsnce is aeill  3.9375% and 4t has to be less than 0.08

(2.25)*2 < 9? True, so 2.25 is too small!
only search numbers larger than 2.25

By: kiara-elizabeth




abs((ans ** 2) — x) >= epsilon? abs((3.375 ** 2) - 9) »= 0.087
Sow T2 T2 g = .5 e abs(2.39) >= 0.08? TRUE, keep searching!

low = 1.25 high = 4.5 ans = 3,378
The difference 43 scill  I.38062%5  and it bas o be less than 0.08

(3.375)"*2 < 97 False, so 2.25 is too large!
only search numbers smaller than 3.375

abs((ans ** 2) — x) >= epsilon? abs((2.8125 ** 2

Aza ve ‘elose ancagh? False abs(-1.089) >= 0.087 TRUE, keep searching!

lew = 2,75 high = 3.375 ans = 2,.812§
The difference is s7ill 1.08¥4373  and it bas to be less chan 0,08

(2.8125)*2 <97 True, so0 2.8125 is too

small! only search numbers larger than
2.8125

By: kiara-elizabeth



abs((ans ** 2 )} >= epsilon~

Are we ciose enough? Faise
low = Z.B13% high = 3.375 ana = 3.093T5
The difference is

still O.BT120B04IS and it has To be lesr than O.00

abs((3.09375 ** 2) - 9) >= 0.08?
abs(0.5712) >= 0.087 TRUE, keep searching!

(3.09375)"*2 < 9?7 False, so 3.09375 is too
large! only search numbers smaller than
3.09375

abs((ans **

Are ve olose ensugh? False
low = 2.012% high = 308378 e = 3 8ENA2%
The difference is

sill  S.37HIBITMATS and it has mo 1

(2.953125)**2 < 9? True, so 2.953125 is too

small! only search numbers larger than

2.953125

By: kiara-elizabeth




abs((ans ** 2) — x) >= epsilon? abs((3.0234375 ** 2) — 9) »= 0.087?

abs(0.1411) >= 0.08?7 TRUE, keep searching!

(3.0234375)**2 < 9?7 False, so 3.0234375 is
too large! only search numbers smaller
than 3.0234375

Are wa closs ssough? Fales
Low = 3.58313% high = 3.09375 mow = 3.00IATS
The difference is still 0.14117T421640615 and it Bar TO be less chan 008

IT'S PRECISE ENOUGH!

abs((ans ** 2) — x) >= epsilon? abs((2.98828125 ** 2) — 9) == 0.087?

abs(-0.07) >= 0.08? FALSE, stop!

Yan! The i is mow W, STSITHEREANTE  which is Zess than 3.08
-----

By: kiara-elizabeth

Hope it helps! If you have any questions please post them on the forums! : )

Estefania (kiara-elizabeth).



